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a b s t r a c t 

This article approaches the dynamic resource allocation problem for the downlink of a wireless mobile 

communication system (WMCS). The article defines the architecture and functions of the global resource 

scheduler, as well as the quality index for scheduling, the signal to interference-plus-noise ratio (SINR). 

The proposed approach divides the scheduling task into two components: a distributed one, with local, 

short-term scope; and a centralized one, with global, medium-term scope. The optimization model con- 

siders a set of slack variables for guaranteeing feasibility. This allows the service provider to fully satisfy 

the users’ service demands. The model type is mixed, non-linear, which demands large computational 

power for an exact solution. So an approximate strategy is used, in order to decouple the search space. 

The time limit imposed to reach a solution forces to define a reduced neighborhood structure. Thus, the 

obtained results are the best solution obtained in the allotted time interval, evaluating a suitable set of 

neighbors, and using an objective, effective criterion for searching. The solution offers high levels of full 

service satisfaction (greater than 97%), low levels of service denial (less than 2%), and efficient power 

usage (30% in average). 

© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

A WMCS consists of a set of cells covering a geographical

area, with defined topographical features that determine the sig-

nal propagation environment. Each cell has a base station (BS), in

charge of managing resources (power and frequency) allowing of-

fering services to users, that interact with the system using termi-

nal equipment (TE). Communication channels are characterized by

the signal to interference-plus-noise ratio (SINR), a quality index

allowing to establish service satisfaction levels (relevant to users)

and resource utilization levels (relevant to service providers). A

WMCS incorporates several technologies, LTE (Long Term Evolu-

tion) among them. LTE is a standard proposed by 3GPP [1] to de-

velop and consolidate 3 G/4 G networks. The most salient feature of

LTE, with respect to this article, is OFDMA (Orthogonal Frequency

Division Multiple Access), the multiple access technique for the ra-

dio interface (physical level), which has become a de facto standard

for the current generation of WMCS. 
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E-mail addresses: alvaro@icesi.edu.co (Á. Pachón), ubaldo@det.uvigo.es (U.M. 

García-Palomares). 
1 fax: + 34 986812166 

w  

t  

a  

m  

q  

a  

http://dx.doi.org/10.1016/j.comcom.2016.08.007 

0140-3664/© 2016 Elsevier B.V. All rights reserved. 
The article structure is as follows: First section introduces the

roblem and its context; second section formulates the problem;

hird section describes the resource scheduling task, its back-

round, and proposed solution strategies. Fourth section formu-

ates the optimization model; fifth section presents the model’s

olution; sixth section presents the resource scheduler design in

ts structural, operative, spatial and temporal dimensions. Seventh

ection presents the proposed scenarios and experiments to evalu-

te the goodness of the model; finally, eighth section presents con-

lusions and future work. 

. Problem formulation 

The problem solved by this article is the dynamic resource al-

ocation to a user population demanding a set of services, on a

MCS using OFDMA at its physical level. The context for solution

s the downlink of a multi-user, multi-cell, multi-service WMCS,

ith either a homogeneous or heterogeneous architecture. This

ask is executed by the base station resource scheduler, which

ccounts for channel variations in the time and frequency do-

ains, and for changes in user number, position and service re-

uests. In order to optimally allocate resources, the scheduler faces

 key constraint: a limited time interval for task execution, as a

http://dx.doi.org/10.1016/j.comcom.2016.08.007
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comcom
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R  
onsequence of the system’s dynamics. The scheduler must iden-

ify all required resources for offering the different services and

armonize their coexistence in such time interval. 

. Resource scheduling task 

Resource scheduling is a complex task, facing multiple hurdles:

fficient resource usage, time limit (see previous section), and sat-

sfying users with different service requirements [2] . The BS sched-

ler must consider the services, characterized by the quality of ser-

ice class identifier (QCI); and the channel condition, characterized

y the channel quality indicator (CQI). These indicators must be re-

orted by every TE to the BS. This process has several challenges:

verhead (both in processing and communications), accuracy and

imeliness of reports, and the length of the time interval for guar-

nteeing an accurate report of the system status [3,4] . There is

nother difficulty, arising from frequency reuse: inter-cell interfer-

nce, the most important of OFDMA’s shortcomings [5] . Power al-

ocation to a certain frequency block in one cell becomes inter-

erence to the neighboring cells. In order to minimize its impact,

nter-cell interference coordination (ICIC) strategies [6] , including

onstraints for resource usage, are employed. 

.1. Problem formulations 

The treatment of this problem has evolved over time. After re-

iewing related work from over the last fifteen years, authors clas-

ified their evolution into five phases: Orientation to performance,

uality of service, interference management, heterogeneous net-

orks (HetNets) and energy efficiency (EE) management (details

f some of these phases can be found in [7] ). 

Oriented-performance proposals are centered in the WMCS and

he satisfaction of some system performance indicator (maximize

ata rate or minimize power use), ignoring users and fair resource

istribution. Later, researchers recognize the importance of giving

ervice to all users, without regard to their condition. In order to

chieve this, the models incorporate a set of constraints guaran-

eeing proportional fairness at the service levels, hence recogniz-

ng the existing compromise between fairness and performance.

hen, WMCS faced the challenge of providing and satisfying sev-

ral services to their users. In order to do so, researchers resort

o Economical Sciences theory, and formulate the problem using

he utility concept [8] . The optimization problem aims to maxi-

ize profit for best-effort traffic users, subject to full satisfaction of

uaranteed user traffic requirements. Several utility functions have

een proposed [9,10] . Popularization of offered services caused an

xponential increase in the number of users. Thus, the operator

as forced to intensively reuse available spectrum, taking interfer-

nce to critical levels. Interference management became necessary

nd SINR was proposed as a quality metric for such purpose. Ci-

alo et al. [11] suggest that adequate interference management is

 key factor in the Long-Term Evolution (LTE) context. Kim et al.

12] suggest using an intelligent strategy for resource allocation,

hich reduces interference in order to improve SINR and increase

he data rate. 

The need of covering large geographical areas prompted de-

loyment of multiple cells, to increase the system coverage area.

istributed solutions for resource allocation, featuring coopera-

ion and coordination mechanisms, are proposed for this scenario.

ehske et al [13] consider resource allocation under a distributed,

ooperative approach, by using the historical rate in place of the

ystem’s global vision; Bolla et al [14] simultaneously allocate

odulation type, coding rate and resources (power and frequency)

y using a coordination-based self-organized approach that aims to

eep a stable frequency reuse pattern; Mokari et al. [15] formulate

 proposal for dynamic spectrum sharing by using cognitive radio.
n this proposal, the secondary infers the primary’s behavior and

ature of its environment. This knowledge keeps the secondary

rom generating excessive interference on the primary’s transmis-

ions. Bai et al. [16] proposal allocates resources in an environment

ith different quality of service demands (streams with different

izes and latencies); Keerthana & Vinoth [17] propose to allocate

esources in two phases: in the first one, they use the geographi-

al location of users to build a graph to mitigate interference, and

n the second one, they allocate frequency resources by using said

raph. With respect to formulating the optimization model: Feshke

t al. [13] , propose optimizing spectral efficiency by using a profit

unction; Keertana & Vinoth [17] , Rajamannar & Vijaya [18] , and

arthik & Kumaran [19] , formulate a model to maximize through-

ut for users at the edge of the cell, subject to throughput ful-

llment of users close to the base station. This formulation pun-

shes users at the edge of the cell, because they are not offered full

ervice guarantees, thus its fairness is questionable. Swapna et al.

20] formulate a proposal for resource allocation if OFDMA using

ooperation and aiming for energy efficiency; Abdelhadi & Clancy

21] define a context, time and location-aware architecture for re-

ource allocation in next-generation WMCS. 

Increase in the number of users and demand for rich mul-

imedia services impact the system architecture, motivating the

nclusion of small cells (cells with less capacity and coverage

rea). WMCS are evolving towards a heterogeneous architecture,

hich features cells with different coverage and capacity, yield-

ng a multi-level hierarchical structure (HetNet). Inclusion of small

ells allows to: Improve the spectral efficiency (SE) by taking ad-

antage of the spatial diversity; increase the offered data rates

nd reduce the amount of radiated power [22] . However, this ap-

roach also poses challenges, i.e. interference increase [23] and the

ackhaul’s capacity for allowing exchange of coordination informa-

ion for resource allocation [24] . López-Pérez et al [25] formulate a

roposal for resource allocation, based upon minimizing power in

FDMA networks, by arbitrarily deploying femtocells in homes or

usinesses. Femtocells constitute a distributed system, and make

ecisions in an independent, self-organized fashion; Fan et al. [23] ,

nalyze the strategies for resource allocation in HetNets, and pro-

ose an algorithm for resource allocation in a cluster featuring a

acrocell (in the center) and a set of small cells (randomly dis-

ributed in the macrocell’s coverage area). The proposed model

aximizes the transmission rate, subject to power constraints, and

etting priorities for accessing and using frequency resources, fa-

oring the macrocell. 

Increase of computing power requirements in next-generation

MCS also increases the energy consumption of its components.

O 2 emissions lead to consider energy efficiency as an important

esign parameter for WMCS [26] . Initially, EE considered only the

ower used for transmission by the base station; however Li et al.

27] and Zappone et al. [28] , among others, extend the concept,

nd present a more general expression including power consumed

y the components’ circuits. With respect to proposals for better

E in the WMCS, Miao et al. [29] maximize it through adaptive

ransmission, considering the channel state, and aiming to balance

ower used for transmission with power used by the components’

ircuits; Abdulkafi et al. [24] analyze energy-aware proposals in the

etNet context, establishing compromise relationships between ar-

hitecture, base station design, and quantity/location of deployed

ites in the macrocell-microcell scenario, which is the object of

tudy of the present article; Devarajan et al. [30] and Gurupandi

 Vadivel [31] , formulate a proposal for guaranteeing EE in the

luster formed by the base station and the set of associated relays

n a HetNet; Yu et al. [26] use a different strategy, by minimiz-

ng the energy consumption of the user terminal, subject to meet-

ng the per-user rate requirements and the availability of power;

en et al. [32] include the equity criterion and consider EE in their
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Table 1 

Throughput required by the services offered in the WMCS, by user type. 

Service Required throughput for 

Type 1 users (Kbps) 

Required throughput for 

Type 2 users (Kbps) 

File transfer 468 .1143 468 .1143 

Web browsing 376 .5564 753 .1128 

Video 62 .50 0 0 81 .2500 

VoIP 12 .20 0 0 12 .20 0 0 

Video games 17 .3295 51 .9886 
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resource allocation model; Xiong [33] considers EE mandatory for

designing a WMCS, and thus resorts to Green Radio concepts and

the ratio between SE and EE metrics, which impacts channel gain

and circuit power; Aligrudic & Pejanovic-Djurisic [34] , solve the

problem in a scenario similar to the one presented in this arti-

cle (downlink of an OFDMA system with SISO antennas); Saeed

et al. [35] analyze several proposals that mitigate interference ef-

fects in the heterogeneous architecture of 5G networks, also offer-

ing the possibility of enabling and disabling small cells, depend-

ing on the traffic load of the system; Zappone et al. [36] develop

power control algorithms to maximize EE in the WMCS. In order

to do so, they set constraints on the minimum achieved data rare,

and propose a general expression for the SINR, for usage in the

most promising technologies for 5G networks. Looking into the fu-

ture, 5G WMCS will be characterized by massive deployment of

heterogeneous networks, hence the need for mechanisms enabling

EE self-management, aiming for reducing the operation costs [37] .

It will be a universal communication environment where “all is a

service” [38] . The system will feature a multi-level, hierarchical ar-

chitecture according to Hasan et al. [39] , and traffic flows will be

exposed to high interference levels as they traverse all levels in

the architecture, thus coordination and cooperation mechanisms

among said levels in accordance with Hossain et al. [40] . The ar-

rival of 5G poses challenges related to the subject of this article:

interference management [39] and improvement of the compro-

mise ratio between spectral efficiency and energy efficiency [41] . 

3.2. Solution strategies 

Resource scheduling can be treated as a combinatory optimiza-

tion problem, which can be solved via exact methods. However,

Huang et al. [42] and Necker [43] have demonstrated that resource

scheduling in a WMCS behaves as a NP-hard problem, and conse-

quently, cannot be solved in polynomial time, and requires plenty

of time and computing resources. Approximate strategies have

been devised as an alternative. Such strategies abandon reaching

the global optimal value, and yield sub-optimal solutions. Bohge

et al. [44] have classified them into three categories: relaxation

strategies [45] , heuristic-based strategies [46] and problem break-

down strategies [8,47–49] . 

According to Martí [50] , usage of heuristics is justified when the

solution requires a huge amount of resources, when it is not nec-

essary to find the optimal global solution, when the available infor-

mation is not exact, and when there is a time limit for reaching a

solution (all these aspects are applicable to the problem described

in this article). Algorithms implementing this solution approach

can be classified into two categories: Construction algorithms and

improvement algorithms. Local search algorithms [51] are a par-

ticular type of improvement algorithms, which can be applied in

problems where it is not required to track the path to the solu-

tion. They only keep the best solution reached so far, and try to

improve it through an iterative process, using an evaluation func-

tion allowing check the goodness of the proposed solution. 

3.3. Problem validity 

Considering the huge amount of research in the last decade for

formulating and solving the problem, one could ask if the prob-

lem is still valid. The authors identify the following challenges that

keep the problem as valid: 

a. The need of using power efficiently, for economic and environ-

mental reasons. 

b. An increase in the density of base stations, derived from de-

ployment of cells with different coverage and capacities, lead-

ing to the emergence of heterogeneous architecture WMCS. As
more base stations are deployed, interference increases, pro-

ducing undesirable technical problems. There are also financial

consequences, derived from the need of deploying more infras-

tructure in the system’s coverage area [52–54] . 

c. Utilization of software-based radio technologies, affecting the

system’s structure and functionality [55] . 

d. Migration of infrastructure and services to the cloud, favoring

coordinated, centralized resource allocation [56] . 

In this work, the authors tackle challenges a and b, formulating

 coordinated, centralized strategy for resource allocation (Chal-

enge d). 

. Formulation of the optimization model 

This section formulates the optimization model for efficient re-

ource allocation. In order to do so, we characterize the scenario

or this task, identifying relevant aspects of the WMCS, the users,

he demanded services, and the resources required to offer them. 

.1. Characterization of the scenario for model formulation 

In order to formulate the optimization model, we need to char-

cterize the following: 

(a) The mobile communication system . The WMCS is LTE-based,

uses OFDMA at the physical level, its architecture can be ei-

ther homogeneous (all cells have the same coverage and ca-

pacity) or heterogeneous (cells have different coverage and

capacities, i.e. macrocells and picocells), and is deployed in

an urban environment. 

(b) WMCS users are pedestrian users, enjoying two types of ser-

vices: normal and superior. 

(c) The number of deployed users in each macrocell sector, or in

each picocell, is an input parameter for the model. 

(d) Services offered by the WMCS have five categories: Interactive,

real-time, real-time interactive, multicast and best effort. In

this work, we selected a service for each category: File trans-

fer, web browsing, video, Voice over IP (VoIP), video games.

Each service category is associated to a set of performance

parameters, which determine the required quality of service.

Table 1 shows the quality requirements for each category

and user type, in terms of the required throughput (Kbps). 

The number of users deployed per service, in each one of the

ectors in the WMCS, is generated according to the probability dis-

ribution on Table 2 , built upon [57,58] . 

(e) Resources . In the LTE environment, users are allocated fre-

quency blocks for service. The number of available frequency

blocks depends on the channel’s bandwidth. We also need

to know the available amount of power in each base station,

and the minimum power level required at the user terminal

for successful reception, i.e. the receiver sensitivity. Table 3

specifies those parameters. 

There is a direct relationship between the SINR and the min-

mum required throughput to offer the service (noted as γ and
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Table 2 

Percent distribution of users, by service type and user type. 

Service Type 1 user Type 2 user Total 

File transfer 6% 4% 10% 

Web browsing 12% 8% 20% 

Video 12% 8% 20% 

VoIP 18% 12% 30% 

Video games 12% 8% 20% 

Total 60% 40% 100% 

Table 3 

WMCS available resources and configuration parameters. 

Parameter Value 

Available power at macrocell (W) 40 

Available power at microcell (mW) 250 

Receiver sensitivity (dBm) −106.4 

Number of frequency blocks (10 MHz channel) 50 

Number of frequency blocks (5 MHz channel) 25 

Sectors per cell (tri-sectored cell) 3 

Antenna configuration SISO 

Table 4 

CQI-SINR-Throughput relationship. 

CQI SINR Throughput γ (Kbps) 

1 0 .1128 21 .42 

2 0 .2159 32 .96 

3 0 .3892 53 .02 

4 0 .6610 84 .52 

5 1 .0962 123 .33 

6 1 .7474 165 .35 

7 2 .8113 207 .65 

8 4 .3321 269 .17 

9 7 .0081 338 .39 

10 10 .6316 383 .98 

11 16 .6648 467 .20 

12 25 .8345 548 .76 

13 38 .4503 636 .10 

14 60 .0620 719 .32 

15 95 .6974 781 .13 
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easured in Kbps). Table 4 shows the relationship between the

QI, the SINR and the minimum required throughput for offering

he service. 

.2. Obtained SINR 

When a user obtains resources (power and frequency) from the

ystem, his SINR is given by: 

IN R j,k,r = 

g j, j,k . P j,r 

N j,r + 

1 ≤x ≤ j ∑ 

x � = j 
g x, j,r . P x,r 

(1) 

here the x and j indexes correspond to the interfering and in-

erfered sectors in the WMCS, k notes the user, and r notes the

requency block. 

The obtained SINR determines the users’ condition with respect

o service. Three different states are considered: 

(a) User with full satisfaction . In this state, the obtained SINR is

greater than the minimum required value for offering the

service ( SINR j,k,r ≥ γ j,k ). The model’s proposed objective is for

all WMCS users to reach full satisfaction. 

(b) User with degraded service . In this state, the obtained SINR is

less than the minimum required value for offering the ser-

vice, but greater than the minimum required value for data

transmission ( γ min ≤ SINR j,k,r < γ j,k ). Our proposal takes ad-

vantage of the elastic nature of some services, and consid-
ers this condition as a possible state for the system. Some

proposals ( [59] ) have considered this state as non-feasible,

ignoring elasticity of some services. By doing this, they de-

grade the resource usage efficiency, and lose the possibility

of using resources to give degraded service to some users in

the WMCS. 

(c) User with denied service . In this state, the obtained SINR is

less than the minimum required value for data transmission

( SINR j,k,r < γ min ). 

.3. Model formulation 

Formulation of the optimization model considers several facts.

irst, it is not possible to obtain the global optimum value, because

here is a time limit for obtaining the solution; thus, it is neces-

ary to use an approximate strategy for solving the model. Second,

t is not possible to have precise instantaneous information about

he channel state, as a consequence of the processing and com-

unications overhead this would cause. Our proposal recognizes

hese facts, and instead of asking for channel state reports, it es-

imates the obtained SINR using 3GPP’s standard channel models

60] . These models consider physical phenomena associated with

ropagation, path loss (PL) and fading ( X σ ), and calculate losses in

he macrocell ( 2 ) and picocell ( 3 ) channels. In the equations, R is

he distance between the base station and the user, in Kilometers.

hannel _ Los s MACRO = 128 . 1 + 37 . 6 Lo g 10 (R ) + X σMACRO 
(2)

hannel _ Los s pico = 140 . 7 + 36 . 7 Lo g 10 (R ) + X σpico 
(3)

The received signal power at the user position is expressed as

ollows: 

 otR x mW 

= 

GainT x mW 

Channel _ Los s mW 

.P otT x mW 

= g.P otT x mW 

(4)

Notation and definitions used for formulating the optimization

odel are as follows: 

(a) J = {1,2,3,…, J }, is the set of sectors. 

(b) M j = {1,2,3,…, M j }, is the set of users in sector j . Distribution

of users in sectors is known, and corresponds to a random

pattern. 

(c) R = {1,2,3….., R }, is the set of frequency resource blocks. 

(d) g x,j,k is the gain from base station in x th sector to the loca-

tion of m th user in j th sector. 

(e) P x,r is the power allocated by the base station in sector x to

frequency block r . 

Model constraints include: 

(a) Constraint over SINR: 

u j,k,r . [ SIN R j,k,r − γ j,k ] = u j,k,r . 

⎡ 

⎣ 

g j, j,k . P j,r 

N j,r + 
1 ≤ x ≤ 1 ∑ 

x � = j 
g x, j,k . P x,r 

− γ j,k 

⎤ 

⎦ ≥ 0 ;

∀ ( j ∈ J, k ∈ M( j) , r ∈ R( j)) 

(5) 

The value of γ j,k is associated to the minimum throughput

alue required for offering the service. 

(b) Boolean variables: 

u j,k,r = { 0 , 1 } ∀ ( j ∈ J, k ∈ M( j) , r ∈ R( j) ) (6)
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(c) Service is guaranteed to all users: 

Guarantees every user is allocated at least one frequency re-

source block. 

(d) Block orthogonality: 

M j ∑ 

k =1 

u j,k,r ≤ 1 ∀ ( j ∈ J, r ∈ R( j) ) (8)

Ensures each frequency resource block is allocated to a user at

most. 

(e) Power cannot be negative: 

P j,r ≥ 0 ∀ ( j ∈ J, r ∈ R( j) ) (9)

(f) Power limit: ∑ 

r∈ R ( j) 

P j,r ≤ P j ∀ ( j ∈ J) (10)

Where P j is the total power available for the jth sector. This is

a known parameter. 

(g) Receiver sensitivity: 

u j,k,r . ( g j, j,k . P j,r − p min ) ≥ 0 

∀ ( j ∈ J, k ∈ M( j) , r ∈ R( j) ) (11)

States that, when power is allocated to the r th frequency re-

source block assigned to k th user in j th sector, the received power

will be greater than a minimum value ( p min ), corresponding to the

receiver sensitivity. 

In general, it is not possible to satisfy all constraints at the same

time, hence, we waive the SINR ( 5 ) constraint, and introduce a

slack variable ( �) that guarantees feasibility of the model. Thus,

we rewrite constraint ( 5 ) and reformulate the optimization model. 

4.3.1. Model 1 

Objective function 1 (OF-01): 

min 

u,P, �
�

sub ject to : (6) − (11) 
(12)

Feasibility ( 5 ) is forced through the artificial variable �: 

u j,k,r . 

[ 

g j, j,k . ( P j,r + �) − γ j,k . ( N j,r + 

1 ≤x ≤J ∑ 

x � = j 
g x, j,k . P x,r ) 

] 

≥ 0 

∀ ( j ∈ J, k ∈ M( j) , r ∈ R( j) ) (13)

The slack variable � may be interpreted as an index giving in-

formation about the amount of improvement (when � > 0) or de-

terioration (when � < 0) the user experiments in the best/worst

system state. Model 1 ( 12 ), was proposed by Pachón et al. [61,62] . 

4.3.2. Model 2 

Model 1 has a great weakness: It focuses into improving the

condition of a single user, ignoring the possibilities offered by the

remaining users. In order to overcome this weakness, we introduce

a set of slack variables, one for each frequency block ( �j,r ≥ 0).

These variables represent the amount of improvement each user

requires to reach full service satisfaction. Thus, we reformulate the
odel and the SINR ( 13 ) constraint: 

Objective function 2 (OF-02): 

min 

J ∑ 

j=1 

R ∑ 

r=1 

� j,r 

subject to : (6) − (11) 

(14)

Constraints: Feasibility is forced through artificial variables �,j,r : 

u j,k,r . 

[
g j, j,k . ( P j,r + � j,r ) − γ j,k . ( N j,r + 

1 ≤ x ≤ J ∑ 

x � = j 
g x, j,k . P x,r ) 

]
≥ 0 

∀ ( j ∈ J, k ∈ M( j) , r ∈ R( j) ) 

(15)

Slack variables guarantee model feasibility, and approach the

roblem in a different way, since the model assumes compliance

ith the required SINR, and then finds the system configuration

hat reaches this goal. Consequently, Model 2 is always feasible,

ut does not always reach the proposed objective (full satisfaction

f service requests for all users). In addition, some constraints of

he model (( 11 ) and ( 15 )) are quadratic, so the optimization model

s non-linear, mixed. 

The value of the objective function may be used to determine

hether the proposed goal is met or not. When the objective func-

ion yields zero, the proposed goal is met (all slack variables are

ero, and it is possible to satisfy all user requirements with the

vailable resources). When the objective function yields a value

reater than zero, the proposed goal is not met (at least one of

he slack variables is greater than zero). 

. Optimization model solution 

The optimization model solution involves four aspects: Speci-

ying the model’s solution, characterizing the solution (including

pecification of the approach to solve the problem, the problem so-

ution strategy, the solution algorithm, the search space exploration

trategy and the local search method), analyzing the model and the

roblem solution approach, and analyzing fairness in transmission

apacity allocation by the WMCS. 

.1. Model solution specification 

Given the model characteristics (MINLP, NP-Hard), it is impossi-

le to obtain an exact solution in the allotted time interval. Thus,

e give up obtaining the global optimum value, and use an ap-

roximate strategy which decouples the search space into Boolean

nd continuous variables. This implies beginning by assigning val-

es to the Boolean variables, using a frequency block allocation

trategy. This allocation is represented by a permutation defining

he system state ( U ), defined as follows: 

efinition 1. System State, U: The permutation representing the fre-

uency block allocation to users, in all the system’s sectors. 

Given U , the model presented in ( 14 ) becomes a linear pro-

ramming model in the variables P j,r and �j,r , which is much eas-

er to solve. Since que also require to evaluate the goodness of a

ystem state U against achieving the proposed goal, we define the

unctional value of U , f( U ), as follows: 

f (U) = min 

J ∑ 

j=1 

R ∑ 

r=1 

� j,r 

subjecto to : (6) − (11) , (14) 

(16)

The value for f( U ) can be greater than or equal to zero. It can

e interpreted as an index for evaluating the goodness of a system

tate. If f( U ) is zero, the proposed goal is met, and in addition, it
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W  
s possible to perform an optimal power allocation, by solving the

ext optimization model: 

∀ ( j ∈ J, k ∈ M( j) , r ∈ R( j) ) 

min 

∑ 

P j,r 

Subject to : P j,r ≥ 0 

ū j,k,r . 

[ 

g j, j,k . ( P j,r + ̄� j,r ) −γ j,k . ( N j,r + 

1 ≤ x ≤ J ∑ 

x � = j 
g x, j,k . P x,r ) 

] 

≥ 0 

(17) 

.2. Model solution algorithm 

The model solution algorithm proposes an initial system state

U 0 ) and evaluates its goodness by calculating f( U 0 ). Then, through

n iterative strategy, it tries to reduce the functional value, know-

ng that this action leads to larger levels of full service satisfaction.

he key aspect is to generate the next system state. This is accom-

lished through two heuristics: 

a. Heuristic that ignores the current system state, and makes

a random change on the current system state ( U i ) yielding

the next state ( U i + 1 ). To implement it, we propose two ap-

proaches: the intensification-oriented approach, which per-

forms a random, partial change over some sectors in the

system, aiming to take advantage of the accumulated search

experience; and the diversification-oriented approach, which

performs random changes in all the system’s sectors, aiming

to explore diverse regions of the search space. 

b. Heuristic that considers the current system state ( U i ) and

changes it partially, generating the next state ( U i + 1 ). It is

based upon a local search method that considers a practical

fact: The next system state is close to the current one; thus,

it is not necessary to make significant changes with respect

to the system’s current state. 

.2.1. Aspects involved in algorithm formulation 

Three aspects must be determined, in order to formulate the

roblem solution algorithm: 

a. The strategy for allocating frequency blocks to users. 

b. The strategy for exploring the search space, which allows

determine the system’s next feasible state. 

c. The system administrator point of view on what he consid-

ers an acceptable solution. This determines the time interval

between system state updates, and imposes a time limit to

the iterative improvement strategy. 

.2.2. Local search heuristic formulation 

To formulate the local search heuristic, we need to: 

(a) Define distance between feasible allocations: 

efinition 3. Distance (d) between feasible allocations U and U’.

umber of differences between their underlying permutations. 

For example, if U = {2,3,4,1} and U´ = { 2,1,3,4} are feasible allo-

ations, then the distance d( U,U’ ) equals 3. 

(b) Define neighborhood structure: 

efinition 4. Neighborhood structure for U, V(U). 

 (U ) = { U 

′ : d(U 

′ , U ) ≤ d ist} d ist ∈ Z 

+ (18)

(c) Define the mechanism allowing generate a new system state,

considering the neighborhood structure. In this work, we

consider the neighborhood structure with the smallest pos-

sible distance ( dist = 2). Hence, the number of neighbors to
evaluate before declaring the existence of a local minimum

is: 

Neighbor sEv aluated = Numer O f Sec tor s 

×BlocksBySector × (BlocksBy Sec tor − 1) 

2 

(19) 

This yields a huge amount of neighboring states to evaluate in

he considered time interval (25,724 states in a 7 macrocell sce-

ario, and 69,824 states for a 19 macrocell scenario), so the al-

orithm will not be able to evaluate all of them, and it will be

mpossible to declare the existence of the local minimum. Thus,

e require to reduce the number of evaluated neighboring states,

reserving the improvement goal (reduce the functional value of

( U )). In order to achieve this, we always reallocate the frequency

lock associated with the slack variable that contributes the most

o f( U ). This block, named critical interference block, is noted as r ∗.

his is an objective, effective criterion to generate the next system

tate. In consequence, we define a reduced neighborhood structure,

hich involves always reallocating the critical interference block

or generating the next system state. 

efinition 5. Reduced neighborhood structure for U, V 

a (U). If

 j ∗ ,k ∗ ,r ∗ = 1, the reduced neighborhood structure for U is defined as :

 

a (U ) = { v ∈ U : u j∗,k ∗,r∗ = 0 } (20)

.2.3. Problem solution algorithm, using the local search heuristic 

The solution algorithm integrates: 

(a) An iterative improvement strategy. 

(b) A frequency block allocation strategy. 

(c) A search space exploration strategy. 

(d) Means for controlling the duration of iterative improvement.

Fig. 1 shows the flowchart of the problem solution algorithm,

sing the local search heuristic. 

.2.4. Model and solution approach analysis 

a. Regarding power usage . SINR allows efficient power allocation,

because each frequency block receives enough power to guar-

antee service provision (constraint ( 15 )) and successful infor-

mation reception (constraint ( 11 )). At the same time, it limits

allocated power for avoiding excessive interference to neighbor-

ing cells. This allows better results, when compared to propos-

als that require full power utilization [63,64] , or equally dis-

tribute power among all blocks [12,65] , or perform coordinated

power allocation [66,67] . 

b. Regarding interference . The model minimizes interference to fair

values, even though it was not designed to minimize interfer-

ence. The model considers all interferers, allowing compute the

aggregated effect of interference in an accurate and realistic

way. Other proposals consider only the effects of the largest in-

terferer [68,69] . 

c. Regarding the optimization model . The model is always feasible.

Although it does not always reach the proposed goal, it does

not deliberately punish any service or user category, as other

proposals do [59] . Instead, the model lets the system condition

(as a consequence of resource allocation) determine the users

getting full service satisfaction, degraded service or denied ser-

vice. In this sense, the model is completely fair. 

. Resource allocation scheduler design 

.1. Design considerations 

According to Section 3 , resource allocation in a next generation

MCS must have the following features: a) must be distributed
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Fig. 1. Flowchart for the model solution algorithm. 
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and cooperative, because the task is complex and demands high

computational power in order to process the huge volumes of

information that must be exchanged to perform resource alloca-

tion; b) must take advantage of the different operation perspec-

tives (time, frequency and space) to improve system performance,

because there is a relationship among the time-frequency varia-

tions experimented by channels and the resource scheduler per-

formance [70] ; c) must operate in a heterogeneous architecture

environment, typical in current WMCS and in 5G systems [39,40] .

Hence the scheduler must take into account: 

(a) The OFDMA context , corresponding to the time-frequency

space for resource allocation. OFDMA is the de facto technol-

ogy [71,72] used in current WMCS. Thus, the problem and

its solution are formulated within this context. 

(b) The time perspective , corresponding to the time scale for re-

source allocation. 

(c) The architecture perspective , which includes structure and in-

terrelations between the components allocating resources. 

(d) The operational perspective , which recognizes component in-

teraction in time, frequency and space. 

(e) The spatial perspective , which considers the spatial distribu-

tion of the components executing the task. 

6.2. OFDMA context 

OFDMA accommodates resources in a two-dimension (time and

frequency) grid. In this space, the minimal unit is known as a re-

source element. A set of resource elements in the time dimen-

sion constitute an OFDM symbol. In LTE, a frequency block (the

resource allocated by the base station scheduler for delivering ser-

vices) is made by an OFDM symbol in the time dimension, and

12 resource elements in the frequency dimension. Using frequency

blocks (chunks) allows to reduce the amount of reported informa-

tion, because the contiguous subcarrier subset may be character-

ized using an average value [27,73,74] . 

6.3. Spatial perspective 

The problem is solved through a cooperative, distributed ap-

proach which splits the task into two components: a distributed
ne, and a centralized one. In this sense, it agrees with the solu-

ion proposed by Álvarez [75] that lightens the computational load

n the central scheduler, by distributing the solution. 

(a) Our approach is distributed, because the task is split among

a central coordinator and a local component. 

(1) The central coordinator (CC) uses a global perspective for

resource allocation, and is housed in one of the WMCS

components (Mobility Management Entity (MME), Radio

Network Controller (RNC) or Base Station (BS)). This com-

ponent performs centralized resource allocation in the

medium-term time scale (to reduce interference). 

(2) The local component, housed in the base stations, uses

a local perspective to allocate resources in a short-term

time scale. 

(b) Our approach is cooperative , because both components (cen-

tral coordinator and local components) interact to solve the

problem. 

.4. Time perspective 

Fodor et al. [76] consider three different time scales for re-

ource allocation, each one with a different purpose: short-term

ime scale : Corresponds to milliseconds, aims to allocate resources

n order to satisfy user demands; medium-term time scale : Con-

iders from tenths of a millisecond to a second, and it aims to

itigate interference. This perspective matches the time scale we

hose for solving the problem, since in this time frame the av-

rage traffic in the WMCS is relatively stable [77] . Thus, the sys-

em state may be considered as quasi-static; and l ong-term time

cale : Considers from days to weeks. It aims to modify the config-

ration of the WMCS operational parameters. Usage of these time

cales allow to decompose and distribute the resource allocation

ask into two perspectives: a) the short-term perspective , which is

istributed and autonomous. In this perspective, each base station

llocates resources using the local environment point of view; b)

he medium-term perspective , which is centralized. In it, the sched-

ler adjusts the global resource allocation, aiming to satisfy users’

ervice requirements, through the improvement of the SINR. Op-

ration of the global resource scheduler considers three different
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ime intervals: Interval �t 1 , in which base stations report user po-

ition and demanded services to the CC. Using this information, the

C builds the current system state. This interval poses a process-

ng and communication overhead to the problem solution; interval

t 2 , in which the CC solves the optimization model, performing

lobal resource allocation. This interval poses a processing over-

ead to the problem solution; interval �t 3 , in which the CC re-

orts the global resource allocation to base stations. This interval

oses a communication overhead to the problem solution. The sum

f these three intervals is the scheduler operation time frame, in

hich the system is considered in quasi-static state. This leads to

he following constraint: 

t = �t 1 + �t 2 + �t 3 ≤ 5 sec (21) 

.5. Operational perspective 

We now establish the following features for operation of the

esource scheduler, as a consequence of the proposed architecture

nd the defined time perspective: 

(a) The scheduler executes its task in the medium-time per-

spective, assuming the system as quasi-static. In it, the time-

dependent parameters are considered as constant. This as-

sumption is valid within a short time frame, which depends

upon the system dynamics, and has been formally consid-

ered as an operational constraint in ( 21 ). 

(b) The scheduler builds a global vision of the system, by esti-

mating the gain between each base station and each user,

using the reported position information. Instead of report-

ing the channel quality index (CQI) for each one of the

frequency blocks, users notify their position and the ser-

vice they demand. Consequently, the volume of reported

information is significantly smaller, and the communica-

tions/processing overhead is reduced. This work agrees with

the statements of Stiogannakkis et al. [78] and Bittencourt

et al. [79] , which question the possibility of having perfect,

instantaneous information about the channel, as a conse-

quence of the increase of the amount of generated informa-

tion (proportional to the system’s size and dynamics) and

the short time interval allowed to execute the scheduling (in

the millisecond order). Some of the reviewed proposals as-

sume the scheduler has this information at hand, ignoring

these practical considerations [15,29] . The generated system

global vision allows determine the impact produced by fre-

quency resource allocation over the services offered to users,

in the form of interference. Interference limits the SINR, and

thus the level of service offered to users. 

(c) The scheduler periodically readjusts the system state, by re-

allocating available resources, aiming to reduce the average

level of interference and to improve the SINR and benefits

for each user, in the medium-time perspective. 

.6. Analysis of resource allocation scheduler 

a. With respect to the used metric and the model’s objective : The

proposed model aims to satisfy user requirements, by glob-

ally allocating system resources. By using SINR, the model al-

locates sufficient power to satisfy the service requirements for

users, trying to impact ongoing transmissions using the same

frequency blocks in neighboring cells as little as possible. Op-

timization of the summation rate proposals, as formulated by

Kim et al. [80] , consider only the operator’s interests, denying

service to those users keeping it from reaching the objective,

and although it is valid to impose a constraint for guaranteeing

a minimum rate for each user, the users having a requirement

greater than the value imposed by the constraint are punished.
In this sense, the approach is unfair, because in some cases, de-

pending in the system status (user position and power alloca-

tion in neighboring cells), it is possible to fully satisfy the re-

quirements of some of these users, without needing to relax the

requirement. Our approach takes this argument into account,

and concentrates in user satisfaction, aiming to guarantee the

required data rate, and without privileging any particular type

of service. 

b. With respect to energy efficiency : The formulated model does not

explicitly consider the energy consumption of the WMCS cir-

cuits. However, it makes an important consideration on efficient

allocation of transmission power in the base station, mitigating

interference and using a coordinated strategy for global allo-

cation of frequency resources. Experimental results presented

in Section 7 evidence the efficiency of our proposal: When the

global allocation of frequency blocks does not allow reach full

service satisfaction, the average power utilization is about 30%

of available power, and when the frequency block allocation al-

lows reach full user satisfaction, power is allocated optimally.

Some authors consider proposals offering the best possible data

rate for a given energy value as efficient (Miao et al. [29] ). How-

ever, we consider these proposals questionable, because techni-

cal and financial resources may be wasted by allowing users

to have greater data rates than required. Energy efficiency is

achieved by allocating each user the required data rate, by us-

ing the least possible power resources. This reasoning has been

incorporated in our work. 

c. With respect to some analyzed significant proposals : We identify

and analyze some significant recent proposals, in order to eval-

uate the goodness of their models and their solution strategies.

Miao et al. [29] propose an energy-efficient scheduler in the

uplink of a WMCS using OFDMA, in a scenario featuring a cell

with N users and K subcarriers. However, they omit the com-

plexity of the multi-cell heterogeneous scenario, ignoring inter-

ference and assuming a perfect, instantaneous knowledge of the

channel’s state. Venturino et al. [81] propose an energy-efficient

scheduler, and power allocation in a scenario pretty similar to

the one proposed by us: Downlink of an OFDMA system, clus-

ter of M base stations, one receive and one transmit antenna,

channel stability in the resource allocation interval, presence of

a central controller, use of the SINR as a source for energy effi-

ciency optimization, consideration of transmission power and

power consumption on the WMCS circuits (amplifier and RF

transmit circuits, specifically). This proposal assumes a perfect,

instantaneous knowledge of the channel, which is not achiev-

able in practice. In addition, it proposes a centralized controller

which has instantaneous, perfect information about the subcar-

riers’ status. This aspect is also questionable, because of the vol-

ume of generated information (one channel status per subcar-

rier in each base station) and the limited time interval for solv-

ing the problem. In practice, the scheduler has a very narrow

time frame for achieving resource allocation, and the amount,

availability and precision of the obtained information become

hurdles to an expedited resource allocation matching the sys-

tem status. Sung et al. [82] propose a coordinated scheduling

mechanism in a heterogeneous environment, aiming to mitigate

interference in a cluster featuring one macrocell and a set of

picocells inside it. In their reported results, they do not mention

scalability of the solution in a heterogeneous, multi-cell envi-

ronment (several macrocells, with picocells inside them), as we

do in this article. Li et al. [83] formulate a proposal for a co-

ordinated scheduler in a multi-cell environment, using MIMO

in a LTE network, aiming to minimize interference, and tak-

ing advantage of diversity gain and spatial multiplexing. They

assume availability of channel state information, and establish

a direct relationship between system performance and the in-
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Table 5 

Implementation variants for the solution algorithm. 

ObjectiveFunction System architecture Frequency reuse factor (K) Search space exploration strategy Implementation ID 

Model-01 Homogeneous 1 Intensification IMPL1 

Model-01 Homogeneous 1 Diversification IMPL2 

Model-01 Homogeneous 1/3 Intensification IMPL3 

Model-01 Homogeneous 1/3 Diversification IMPL4 

Model-01 Heterogeneous 1 Intensification IMPL5 

Model-01 Heterogeneous 1/3 Diversification IMPL6 

Model-01 Heterogeneous 1/3 Intensification IMPL7 

Model-01 Heterogeneous 1/3 Diversification IMPL8 

Model-02 Homogeneous 1 Intensification IMPL9 

Model-02 Homogeneous 1 Diversification IMPL10 

Model-02 Homogeneous 1 Local Search IMPL11 
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stantaneous, precise availability of such information. Although

we recognize the goodness of using MIMO in LTE environments,

the perfect materialization of this proposal (in terms of perfor-

mance), is questionable from the practical point of view. 

7. Results and analysis 

The software was developed in Java 1.7, with Eclipse as the

choice IDE (integrated Development Environment). The software

interacted with IBM’s Ilog Cplex Optimization Studio v12.2

[84] for solving the formulated model. This chapter establishes the

indicators allowing assess efficacy and efficiency of the model and

the proposed solution; the scenarios for evaluating the model; and

the experiments for each scenario. The proposed algorithm allows

integrate: 

(a) The objective function . This work considers two objective

functions: Model 1 ( 12 ) and Model 2 ( 14 ). 

(b) The WMCS architecture , either homogeneous or heteroge-

neous. 

(c) The frequency reuse factor . This work considers two such fac-

tors: fixed ( K = 1), which allows allocate all available fre-

quency blocks, and variable ( K = 1/3), which limits usage and

allocation of frequency blocks, in order to mitigate interfer-

ence. 

(d) The search space exploration strategy , which considers three

heuristics: intensification, diversification and local search in

a reduced neighborhood structure. 

Multiple combinations among these factors allowed 11 different

implementations (not necessarily comparable) which evidence the

versatility of our approach. Table 5 shows the implementations and

their parameters. 

7.1. Indicators 

The indicators that will be used belong to one of these cate-

gories: 

(a) Efficacy-oriented , to assess the model behavior with respect

to reaching the goals and heeding the imposed constraints.

This aspect is interesting to the system users. The defined

indicators are: Percentage of users with full service satis-

faction, with degraded service and with denied service; and

percentage of compliance with the required data through-

put. 

(b) Efficiency-oriented , to assess the model behavior with respect

to utilization of available resources. This aspect is interesting

to the service provider. The defined indicators are: Value of

the objective function, and available power utilization per-
centage. r  
.2. Scenarios for model validation 

The defined scenarios consider three evaluation aspects: 

a. Model behavior assessment . Aims to compare results obtained by

the model to the results obtained by exhaustive enumeration in

a small scenario including two base stations, 3 frequency blocks

and 3 users per sector. In this experiment (experiment 1), the

model was executed 10 times, and the results matched the ex-

haustive enumeration values in all cases. In the first case, the

result was obtained in 0.2812 s (in average), while in the sec-

ond case, it took 737.42 s to sweep through all the search space

(a total of 46,656 system states). 

b. WMCS parameter configuration assessment. Aims to validate sys-

tem configurations, by assessing the impact of changes in the

WMCS configuration on the defined indicators. In particular, we

varied the number of base stations (experiment 2), the number

of users in each system sector (experiment 3) and the number

of deployed picocells in each system sector (experiment 4). 

c. Assessment of the model and algorithm goodness. This set of ex-

periments compares the objective functions for models 1 and 2

(experiment 5), the improvement effect of the iterative strategy

on the defined metrics (experiments 6 and 7), the search space

exploration strategy (experiments 8 and 9) and the model fair-

ness with respect to the data throughput obtained by every ser-

vice offered in the system (experiment 10). 

.3. Experiment definition 

Tables 6 and 7 describe the performed experiments for scenar-

os 2 and 3. Experiments in Table 6 evaluate scalability of the pro-

osed model. In order to do so, we increment the configuration

arameters in the experiment scenario, by varying the number of

ase stations (from 2, the simplest case; up to 19, the most com-

lex case, with two levels of interferers with respect to the central

ell); the number of users per sector (30 and 40); and the num-

er of picocells per sector (0 for homogeneous architecture; 1, 2

nd 4 picocells per sector, for a heterogeneous architecture with

acrocells/picocells). In all cases, and according with the obtained

esults, the proposed model was able to satisfy the defined metrics

ith high performance levels, and without experimenting signifi-

ant degradation. 

Table 7 shows the assessment of aspects unique to the model:

) We compare the proposed objective function to versions previ-

usly formulated by us, and to the min-max model by Schubert

 Boche [59] as a baseline; b) we also assess the goodness of the

terative improvement; and c) the fairness of the scheduler for re-

ource allocation, an aspect with the highest importance. In the

valuation, model ( 14 ) performed better than the previously pro-

osed objective functions and the baseline. In addition, and as a

esult of the results of experiment 10, we conclude that the sched-
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Table 6 

Experiments for scenario 2. 

Expe-riment Parameters and values Configuration 

used for model assessment 

Assessed parameter Values Number of 

macrocells 

Picocells per sector Users per 

sector 

Distance 

between BS (m) 

Used 

implementation 

2 Number of base 

stations 

2,4,7,12,19 – 0 25 750 IMPL1 

3 Users per sector 30,40 7 0 – 500 IMPL1-IMPL4 

4 Picocells per sector 0,1,2,4 7 – 40 500 IMPL1-IMPL8 

Table 7 

Experiments for scenario 3. 

Experiment Evaluated aspect Configuration 

Number of 

macrocells 

Picocells per sector Users per sector Distance between 

BS (m) 

Used 

implementation 

5 Objective function 7 0 50 500 IMPL9 

6 Iterative improvement 7 0 50 500 IMPL11 

7 Iterative improvement 19 0 50 500 IMPL11 

8 Search space exploration 

strategy 

7 3 50 500 IMPL9-IMPL11 

9 Search space exploration 

strategy 

19 3 50 500 IMPL9-IMPL11 

10 Fairness in transmission 

capacity allocation 

19 0 50 500 IMPL9-IMPL11 

Fig. 2. Complete fulfillment of the service percentage in Experiment 4. 
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Fig. 3. Service status statistics for Experiment 5. 
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ler does not privilege a particular type of service a priori , allow-

ng that the characteristics of the experiment scenario determine

hich users will receive service, and which ones will be denied

ervice. 

For extension reasons, we present the results of the more repre-

entative experiments, evidencing model behavior and the efficacy

 efficiency for solving the problem. 

.3.1. Experiment 4: behavior in heterogeneous architecture 

nvironments 

This experiment deploys 7 macrocells, 0/1/2/4 picocells, 40

sers per sector and 2 users per picocell, using implementations

MPL1 and IMPL3. The experiment evaluates the model’s ability to

itigate interference due to an increase in the number of deployed

ase stations in the WMCS geographical area. 

Fig. 2 shows the percentage of users achieving full service sat-

sfaction in different system configurations (0, 1, 2 and 4 deployed

icocells per sector). Results show the goodness of our approach,

ecause the percentage of fully satisfied users increases when the

umber of deployed picocells is increased. The rationale for this

ehavior is: a) users are closer to the base stations, which demands
ower power levels; and b) the centralized, coordinated approach

llows to globally mitigate interference. 

.3.2. Experiment 5: objective function for the optimization model 

This experiment considers the objective function for Model 1

 12 ), named OF-01; the objective function for Model 2 ( 14 ), named

F-02; and the objective function of the min - max model (pro-

osed by Schubert and Boche [59] ), named OF-03. The test sce-

ario features 7 macrocells, homogeneous architecture (zero pic-

cells), 50 users per sector, and implementation IMPL9. Obtained

esults (shown in Fig. 3 ) evidence better results for function OF-

2 ( 14 ): a significant difference in users with full service satisfac-

ion (93% for OF-02, 70% for OF-03 and 62% for OF-01), and less

sers are left without service (2% for OF-02, 8% for OF-03 and 6%

or OF-01). We also demonstrate the aforementioned weakness of

O-01, which tries to improve conditions for a single user; OF-01

 12 ) presents the highest level of users with degraded service, a

ondition that OF-02 improves upon. Model 2 ( 14 ), with its func-

ion OF-02, improves significantly upon previous results presented

y the authors in [61] , reaching higher levels of full satisfaction,

ower percentages of users with degraded or denied service, and

igher fulfillment levels with respect to the achieved throughput. 
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Fig. 4. Throughput fulfillment with different Objective Functions in Experiment 5. 

Fig. 5. Power utilization percentage in Experiment 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Effectiveness index for experiment 6. 

Fig. 7. Search space exploration strategies in Experiment 8. 

Fig. 8. Search space exploration strategy in Experiment 8. 
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Fig. 4 shows the throughput results (91% fulfillment for OF-02,

53% for OF-01 and 67% for OF-03). 

Fig. 5 shows power utilization. Functions OF-01 and OF-02 fea-

ture smaller power usage (less than 30%) when compared to OF-03

(99%). Efficient power usage is one of the key aspects keeping the

problem as valid. 

7.3.3. Experiment 6: effectiveness of iterative improvement 

This experiment considers function OF-02 ( 14 ). The test sce-

nario features 7 macrocells, homogeneous architecture (zero pico-

cells), 50 users per sector, implementation IMPL11 (using the local

search / reduced neighborhood heuristic), and the time interval to

reach a solution is varied from 0.12 to 25 s. We increase the time

interval in order to discard this factor as a cause for ending the

iterative improvement. In addition, we define the effectiveness in-

dex ( 22 ), as the average number of iterations required to achieve a

better system state. 

Effectiveness Index = 

# iterations in � t 

# improv ements in � t 
(22)

Fig. 6 shows the effectiveness index for several time intervals.

The reported value is less than 2.1 in all cases, evidencing the ef-

fectiveness of the proposed heuristic. In average, it takes only two

iterations to reach a better system state. 

7.3.4. Experiment 8: search space exploration strategy effectiveness 

This experiment considers function OF-02 ( 14 ). The test sce-

nario features 19 macrocells, homogeneous architecture (zero pic-

ocells), 50 users per sector, implementation IMPL11, and the three

heuristics for search space exploration (intensification, diversifica-

tion, and local search in the reduced neighborhood). The procedure
s to start with the same initial state, calculate the performance in-

icators, and calculate them again at the end of the iterative im-

rovement (with a 5 s time limit). Fig. 7 shows the obtained re-

ults. The local search heuristic reports a significant improvement

around 95%) when compared to the intensification (40%) and di-

ersification (32%) heuristics. 

After solving the model, about 94% of users achieve full service

atisfaction, and only 2% of users do not obtain service. Thus, the

terative improvement impact in this experiment is not significant,

ith an increase of only 3% with the local search heuristic, 2% with

he intensification heuristic, and even less with the diversification

euristic. This is shown in Fig. 8 . The results evidence the good-

ess of Model 2 ( 14 ), which achieves high fulfillment levels, even
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ithout iterative improvement (it could be omitted in an extreme

ase). 

.3.5. Experiment 10: fairness in resource allocation 

According to Einhaus et al. [85] , fairness in resource allocation

o users does not necessarily translate into fairness in capacity dis-

ribution in the WMCS. In our model, constraint (7) guarantees fair

llocation of resources to users; however, we require to evaluate

airness from the transmission capacity point of view. For this, we

se Jain’s index [86] , an indicator to evaluate the fairness of a re-

ource allocation strategy. Advantages of this index include: It has

o dependency on the population size, it is independent from the

valuated metric, and its value always lies within the [0, 1] inter-

al. A value of 0 means a totally unfair allocation scheme, while a

alue of 1 indicates a totally fair allocation scheme. In our case, the

ndex evaluates the fairness of our proposed frequency block al-

ocation strategy, considering the data throughput of the different

ervices as a performance metric. Expression ( 23 ) presents Jain’s

ndex. 

 airness Index = 

[
n ∑ 

i =1 

X i 

]2 

n 

[
n ∑ 

i =1 

X 

2 
i 

] (23) 

here X i represents the ratio between obtained and required

hroughput. Experiment 10 aims to evaluate fairness in resource

llocation, considering function OF-02 ( 14 ). The test scenario fea-

ures 19 macrocells, homogeneous architecture (zero picocells), 50

sers per sector, implementations IMPL9 and IMPL10, and both the

ntensification and diversification heuristics. Results show a Jain’s

ndex of 0.8784 for the intensification heuristic, and 0.8760 for the

iversification heuristic. This allows us to deem the formulated ap-

roach as fair for transmission capacity allocation. 

. Conclusions and future work 

.1. Conclusions 

The article boards the problem of dynamically allocating re-

ources to a population of pedestrian users demanding a diverse

et of services, from a WMCS deployed in an urban environment.

his task is dynamic, due to the changes the system experiments,

nd faces multiple challenges. As a performance metric, SINR al-

ows to determine the user satisfaction level (important to users)

nd resource utilization (important to service operators). 

We consider two factors to solve the problem: the engineering

actor, in charge of the resource scheduler architecture and func-

ionality; and the optimization factor, in charge of formulating and

olving the optimization model for resource allocation. 

The resource scheduler, in charge of global resource allocation,

erforms its task in a medium-term time scale, assuming a quasi-

tatic system state, using a centralized approach, and periodically

eadjusting the system state, in order to improve service offered to

ll users. 

The article states three important facts: (1) The values for the

nput parameters are constant during the time interval used for re-

ource allocation, allowing to examine the system in a quasi-static

tate; (2) It is not possible to have perfect, instantaneous knowl-

dge about the frequency block condition; thus, the central com-

onent estimates it; (3) Instead of finding the system configura-

ion yielding the best SINR, this is taken for granted, and the sys-

em finds the resource allocation satisfying the service demands

or each user. Since this is not possible in all cases, one or more

lack variables are used, so the model is always viable, enabling to

btain high performance. 
The optimization model is non-linear, mixed. Its characteristics

imit obtaining an exact solution in the available time interval, and

revent obtaining a global optimum value. Thus, we adopt an ap-

roximate strategy that decouples the search space. 

The article formulates a flexible framework for the model so-

ution algorithm. The framework allows integrate: an iterative im-

rovement strategy, that aims to improve a quality index associ-

ted with fulfillment of the defined performance metrics; a strat-

gy for frequency block allocation to users; and a strategy for

earch space exploration. 

Power usage is a key aspect to the solution algorithm for tech-

ical reasons, related to interference; for economic reasons, related

o operational costs; and environmental concerns, related to radi-

ted power levels. For all executions, and all experiments involving

he formulated optimization models ((12) and ( 14 )), full power uti-

ization was not required. 

To overcome the difficulty arising from exploring a pretty large

earch space, we define a reduced neighborhood structure, which

reserves the goal (generate smaller functional values), and we for-

ulate a heuristic for generating the new system state, involving

he critical interference block, an objective and effective criterion

o conduct the exploration required to mitigate interference and

mprove the objective function value. Applying this criterion allows

o consistently explore the search space, using less computing ef-

ort. We corroborated this through using a search effectiveness in-

ex that yielded good results: in average, 2.1 iterations are required

o reach a better system state. 

The obtained solution corresponds to the best achievable solu-

ion in the allotted time interval, by evaluating a promising set of

eighbors in the defined neighborhood structure. This solution is

cceptable to the system administrator. 

.2. Future work 

The problem can be reformulated, in order to simultaneously

ptimize more than an objective. Full user satisfaction (a service-

riented metric) can be maximized by minimizing generated inter-

erence in the system (a performance-oriented metric). In order to

o so, a compromise must be reached between the two objectives.

ontrary to optimization problems with a single objective, the “op-

imum” concept is relative, and it is necessary to establish the best

olution from the points of view of all involved parties. In addi-

ion, the SINR ratio may be reformulated to incorporate the energy

onsumption of the circuits, and thus fully consider the energy ef-

ciency (EE) of the proposed solution. 

The formulated model can be enriched by incorporating addi-

ional features in the base station transmission component. Specif-

cally, we consider using MIMO ( Multiple Input Multiple Output)

n the transmitter antennas, to increase the system’s spectral ef-

ciency, increasing its transmission rate and decreasing its error

ate. We also consider changing the radiation pattern of the trans-

itter antennas in each cell, by modifying its height, tilt and az-

muth. 

The proposed experiments were performed using only one

omputer, and the software did not exploit multiprocessing. There

s an interesting option to improve the value of the objective func-

ion without incurring into an execution time penalty: use mul-

iprocessing. If only one computer is available, a shared memory

pproach can be used, so the algorithm can be run on several

hreads. A variable in shared memory will allow every thread to

eport the best value they have found, so the best value can be

hosen. If several computers are available, grid computing can also

e considered. Values found in each computer must be reported to

he other computers, using asynchronous messaging. In this case,

t is very important to consider the communications overhead, so

he solution time is not affected. 
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As it is possible to select the modulation and coding scheme

as a function of the channel and the demanded service, one could

also consider the estimated channel state, the user load level and

the system architecture, in order to adaptively select the resource

allocation strategy and the system architecture, allowing to selec-

tively enable picocells when the system capacity has to be in-

creased due to a growing number of users. Transmission parame-

ters could also be dynamically adjusted, by changing the base sta-

tion antenna’s tilt and azimuth. All these elements may be inte-

grated into a framework, incorporating all described functionality

in the scheduler, so the system may operate in an auto-optimized

mode. Finally, migration of the communication system infrastruc-

ture to the cloud offers an im portant chance to evaluate appli-

cation of the model and the solution algorithm described in this

work. 
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